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Soft Q-Learning

𝑄∗ 𝑠, 𝑎 = 𝑟 𝑠, 𝑎 + 𝛾𝔼𝑠′∼𝑝(⋅|𝑠,𝑎)𝑉
∗ s′

𝑉∗ 𝑠 = 𝛽−1 log 𝔼𝑎~𝜋0 exp 𝛽𝑄
∗(𝑠′, 𝑎′)



New Bounds (Intuition)



New Bounds (Intuition)

Arbitrary function

Bellman iteration

One iteration of Bellman produces double-sided bounds on Q*, 
with error scaling as the Bellman residual



New Bounds



Q-Learning by Bounding

Use Bellman to 
“kick” Q only 
when stuck



Clipping During Training

𝑄∗ ∈
𝑟𝑚𝑖𝑛

1 − 𝛾
,
𝑟𝑚𝑎𝑥

1 − 𝛾



Clipping During Training



Clipping is All You Need*

Always clipping with 
Bellman performs 

much worse

Conditional clipping 
performs near-optimal 

for all learning rates



Clipping is All You Need*

Model-free algorithm



Future Work

• Use model-based techniques for extending advantage in deep RL
• Derive even tighter bounds



Thank you!



Pseudocode
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